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DAQ Status and Uptime: FarD

98.25% POT-weighted uptime for the last 4 weeks (FarDet)
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FarDet Work

e annual maintenance at the FarDet gave us an opportunity to produce
a well-monitored high temperature event in the computing cluster

e tests revealed some flaws in the automatic scripts which shut down
the cluster when detecting rising temperatures

e cluster was shut down manually (majority of FarDet downtime last
week)

o the scripts have been updated and we are scheduling another test for
this week
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DAQ Status and Uptime:

98.85% POT-weighted uptime for the last 4 weeks (NearDet)
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Computina
- Landscape NOVA Computing Summary # Fermilab

“Average Jobs Running Concurrently Total Jobs Run = Average Time Spent Waiting in Queue (Production)
6619 191731 12.06 hour
Running Batch jobs Queued Production Jobs by Wait Time
2K 50000
K 40000
30000 b
10K
20000 I
B )
o o . - .
sn 52 53 sia S5 si6 s sn 52 sn s si5 si6 s
— Production Onsite == User Onsite = Allocation == Production 05G =>7days =27days = 2448 hours = 8.24hours = 48 hours = 1-4hours
— User 05G —<thour  new
Job Success Rate Job Success & Failures per Day Overall CPU Efficiency Total Time Wasted by Running jobs
0K 150K 250K o
00k 3
30K E
o g 100k 150k £
2 H
5wk 100k 3
10K g 0K B
o o = [ ) o o =
80% sn 55 55 sn 59% s 53 55 57 4
= Success = Fail = Held - Instantaneous - Cumulative
New Data Cataloged Total Data Cataloged

178.7TB 10.0 PB

. Finished running human-time-limited systematic samples last week

. Transition to large-scale cosmic data processing over the weekend, will be focus this week
. Thanks again to Data Storage for setting up dedicated dCache pool to facilitate retrieval of 100s of TBs of cosmic data from tape
. Avg. job efficiency low because of startup of ~ 10K of these jobs simultaneously. Steadily improving since yesterday

[m] [l = =




